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Seminar Outline

• Introduction and Motivation
– Disruption program has spent 40 years trying to reach Ecrit

– Magnetic-field based approaches unjustifiably neglected
• Limit Maximum RE Energy with Whistler Modes

– Whistlers predicted to affect RE dynamics in QRE regime
– Potential of Helicon antenna in DIII-D will be tested in FY20 run

• Deconfine REs with Lab-Frame 3D Fields
– Current-driven kinks provide proof-of-principle
– Potential of passive coil implementation in DIII-D under study

• Deconfine REs with Alfvenic Modes
– Correlation of RE plateau failure with CAEs –> Causation?
– Potential of ICRF antennas in DIII-D under study

• Conclusion
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Scientific validation of DMS requirements
Baseline concept:

─ dissipating thermal and magnetic energy through line radiation
─ preventing runaway electron formation by increasing the density

Baseline technique: 
─ injection of Ne, Ar and D2 through Shattered Pellet Injection

§ Experimentally confirm concept of multiple 
injection (e.g. up to 10 pellets for thermal load 
mitigation & disruption avoidance in ITER) 

§ Identify the most effective fragment sizes

§ Assess the concept of runaway electron 
avoidance and runaway energy dissipation

Most urgent issues to be addressed:

Hu, Nucl. Fusion 2018 (accepted)

3D simulation 
(JOREK) in 

preparation of 
JET SPI 

experiments: 
Density distribution 
during the thermal 

quench can be 
critical for runaway 
electron avoidance

ITER’s Baseline Strategy for RE Mitigation
Is Raising the Density (Collisional Dissipation)

Page 14M. Lehnen      TSD Workshop Princeton, 2018      © 2018, ITER Organization      IDM UID: WTBD95

q Provisions planned to allow 
possible reconfiguration

Ø Radiation heat loads may 
require more uniform toroidal 
distribution

Ø Safety limit for inflammable 
gases presently under 
assessment

q Captive components:

Ø Gas Supply Manifold for the 
DMS (in present configuration)

Ø Cryogenic supply for possible 
upgrade in e.g. EP#11 (to be 
specified)

L1
DMS
Control & PSU 
Cubicles

EP#11

GDS
Manifold

EP#08
EP#02

EP#17

Change in port plug allocation

Assumption:
Assimilated density scales 
with number of injectors

… all the way to the critical 
density for RE dissipation

Will nature be this kind?
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RE Mitigation via Collisional Dissipation 
Not Projected to Succeed in ITER (RE Avoidance TBD)

Page 23M. Lehnen      TSD Workshop Princeton, 2018      © 2018, ITER Organization      IDM UID: WTBD95

li = 1

WG-13 in ITPA MHD is assessing the efficiency of this scheme

Saturation in dI/dt

Runaway energy dissipation scheme

Experiments versus modelling / theory*

* Preliminary data analysis, JET is pre-TQ injection

Fatal Flaw #1: Assimilation Saturation Fatal Flaw #2: VDE Dynamics

More Argon ->
Faster RE dissipation ->
Faster IP drop ->
Faster VDE ->
~ Similar RE current @ strike

More Argon ->
Colder Te ->
Slower Diffusion ->
Not enough Ar gets in 
before wall strike

Lehnen et al,
TSWD 2018

Upward VDE vs Ar density scan 

IAEA FEC 2016 

Rising impurity density gives rise to 
induced E|| along with critical E0 
 
Accelerating the VDE requires higher RE 
current damping rate for successful 
mitigation 
 
Close to permissible amount of Ar 
impurity necessary for RE mitigation 
with secondary MGI 

13/20 

E||, E0 
CQ duration after 
secondary injection 

RE kinetic energy 
deposited to wall 

Konovalov et al,
IAEA 2016

RE energy deposited to wall

2x energy 
reduction
w/ 1000x
more Ar

Dissipation vs Ar injected

Can’t be seen in present devices
(wall time too short)
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Is there a plan B?

Plan A: 
High-Z Injection

Plan B: 
Applied
Waves or  
DC Fields

** OR BOTH?
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• Slope of distribution better matched 
when kinetic instability included

• Calculation reproduces 
experimental E/Ecrit threshold

Background: Inclusion of Kinetic Instability Improves 
Agreement of Bremsstrahlung with Modeling
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Antenna Reveals Kinetic Instabilities at ~100 MHz
Intensity Proportional to # REs
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• Instabilities were robustly 
present above critical RE 
intensity
– Got stronger with more REs
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D. Spong et al, PRL 2018
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Previous Results were in Collisionless “QRE” Regime
… Kinetic Instability Favors Collisionless Bulk Plasmas
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This scaling is why kinetic instabilities were not taken seriously
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Naturally Excited Kinetic Instabilities Now Observed in 
Many Phases of Post-Disruption Evolution
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A. Lvovskiy et al, NF 2019 (in review)
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Today I’ll describe a few nascent activities @ DIII-D on 
RE mitigation and avoidance with waves / 3D fields

RE Beam
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A Avoidance

Wall Strike L

B Mitigation

C. Paz-Soldan et al, NF 2019

Alfvenic Modes
Passive Coils

Whistler Modes
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Mechanism of Instability/Wave/3D Effect on REs 
Depends on their Frequency w.r.t. Transit Frequency

W
aves

fwave >> ftransit:
Pitch-angle scattering

fwave << ftransit:
RMP-like

Radial Transport

ftransit ~ c/(2pR0q) ~ 30-40 MHz
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Seminar Outline

• Introduction and Motivation
– Injection-based RE control methods have possible fatal flaws
– Magnetic-field based approaches unjustifiably neglected

• Limit Maximum RE Energy with Whistler Modes
– Whistlers predicted to affect RE dynamics in QRE regime
– Potential of Helicon antenna in DIII-D will be tested in FY20 run

• Deconfine REs with Lab-Frame 3D Fields
– Current-driven kinks provide proof-of-principle
– Potential of passive coil implementation in DIII-D under study

• Deconfine REs with Alfvenic Modes
– Correlation of RE plateau failure with CAEs –> Causation?
– Potential of ICRF antennas in DIII-D under study

• Conclusion
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RE Mitigation Scheme: Externally Applied Whistler 
Waves Predicted to Limit Maximum RE Energy

• Modeling predicts applied waves 
of the right w,k enhances RE pitch-
angle scattering
– Synchrotron then drains RE energy

• Same mechanism as self-excited 
whistlers in DIII-D experiments

stop them from feeding the high-energy vortex at p ’ 20. The
new O point is now at much lower energy, p ’ 3:5, and at a
much higher pitch, n ’ !0:7. It is the lift of the O point in
pitch that helps the synchrotron radiation damping to increase
and balance the electric field acceleration at a much lower
energy.

This physics can be quantitatively understood by consid-
ering the pitch-angle dependence of both synchrotron damp-
ing and the electric field acceleration. The energy loss from
synchrotron damping14 can be expressed as apcð2Dn ! Dn2Þ,
where Dn is the relative pitch of the O point from n ¼ !1.
The energy gain from electric field acceleration is
Eð1! DnÞ. By balancing the two, we obtain a simple rela-
tion for the O point energy,

pO %

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E

a
1! Dn

ð2Dn ! Dn2Þ

s

: (21)

From our simulation results shown in Fig. 4, for the case
without whistler waves, we observe Dn % 0:01; while for the
case with whistler waves, we find Dn % 0:3. Therefore, the
energy of the new O point can effectively be reduced by a
factor of 6, which agrees with the simulation result
(& 20=3:5 ¼ 5:7). It confirms that the major advantage with
whistler wave injection is to expedite the gain in pitch at rel-
atively low energy above the X point. Equation (21) also
implies that, when the electric field becomes too high, i.e.,
>100 times of the threshold, a very high pitch n ! 0 is nec-
essary in order to keep the new O point at low energy. But
the pitch-angle pinching effect (toward n ¼ !1) also
increases with the electric field linearly. Therefore, the inten-
sity of the whistler waves needs to be increased proportion-
ally to produce stronger pitch-angle scattering such that the
O point can still be lifted to much higher pitch. To limit the

runaway energy during the comparatively long period of cur-
rent quench phase in a disruption, in which the runaway cur-
rent decays, one can inject a proper amount of high-Z
impurities to help lower the O point energy at the targeted
inductive electric field by increasing both the pitch-angle
scattering and collisional drag (larger Z and more bound
electrons), thus reducing the requirement on amplitudes of
the injected whistler wave. These two methods can thus be
coupled together to achieve the best result in actual experi-
ments. It should be noted that during the thermal quench
phase and early part of current quench when the runaway
current is being ramped up, injection of large amount impuri-
ties produces a lower temperature and more resistive plasma,
in which case the inductive electric field typically becomes
greater in order to produce enough runaway current to try to
replace the rapidly decaying Ohmic current. This actually
results in a higher O-point and thus greater runaway energy
on average.

Importantly, Fig. 4 also shows that the X point location
is not affected by the externally injected whistler waves with
the given parameters. This is because the resonant energies
are still sufficiently above the X point energy. To see the
unintended consequence if the resonance is at an energy too
close to pX; we next perform a sequence of calculations by
gradually pushing the resonance to lower energy through
reducing the parallel wave number (equivalently decreasing
the frequency). Figure 5 shows the changes in momentum-
space fluxes by using different frequencies, i.e., kk0 ¼ 0:3;
0:4; 0:5; 0:6; while holding k?0¼0:1;Dk¼0:05; and E0¼2:5
' 10!11 fixed in Eq. (15). The runaway vortex initially
moves to lower energy/higher pitch, and, as a result, its vol-
ume becomes smaller due to the decreasing space between
the O and X points. When kk0¼0:5, the resonant energies

FIG. 3. The contour plots for steady-state distribution of primary runaway
electrons with and without whistler waves. The figure shows the contour of
log10f ðp; nÞ without waves (top) and with waves (middle with a ¼ 0:2 and
bottom with a ¼ 0:05).

FIG. 4. The primary electron energy and pitch-angle fluxes ðp2Cp=f ; pCn=f Þ
in momentum space. pO & 20 without whistler waves, while pO & 3:5 with
injected whistler waves, which is a factor of 5.7 lower. The X point is little
changed in both cases. The red curve in the bottom plot labels the resonance
condition at the peak of the applied Gaussian wave spectrum, Eq. (15). The
design freedom in placing this resonance in ðp; nÞ space allows precise con-
trol of the runaway vortex and hence the runaway energy.

032504-6 Guo, McDevitt, and Tang Phys. Plasmas 25, 032504 (2018)

Z. Guo et al,
Phys. Plasmas 2018
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Advantages to less RE energy @  
constant IP:
• VDE rate slowed down as IP-

dot is minimal
– More time for wave to act
– Less energy at wall strike (?)

• Penetrating fraction of RE 
population is eliminated
– Only surface melting?

• High RE current means kink 
likely -> conversion inhibited?

Wave-driven RE “Energy Wall” provides path for 
RE mitigation at constant IP

stop them from feeding the high-energy vortex at p ’ 20. The
new O point is now at much lower energy, p ’ 3:5, and at a
much higher pitch, n ’ !0:7. It is the lift of the O point in
pitch that helps the synchrotron radiation damping to increase
and balance the electric field acceleration at a much lower
energy.

This physics can be quantitatively understood by consid-
ering the pitch-angle dependence of both synchrotron damp-
ing and the electric field acceleration. The energy loss from
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energy of the new O point can effectively be reduced by a
factor of 6, which agrees with the simulation result
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rent decays, one can inject a proper amount of high-Z
impurities to help lower the O point energy at the targeted
inductive electric field by increasing both the pitch-angle
scattering and collisional drag (larger Z and more bound
electrons), thus reducing the requirement on amplitudes of
the injected whistler wave. These two methods can thus be
coupled together to achieve the best result in actual experi-
ments. It should be noted that during the thermal quench
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current is being ramped up, injection of large amount impuri-
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in which case the inductive electric field typically becomes
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replace the rapidly decaying Ohmic current. This actually
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are still sufficiently above the X point energy. To see the
unintended consequence if the resonance is at an energy too
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FIG. 4. The primary electron energy and pitch-angle fluxes ðp2Cp=f ; pCn=f Þ
in momentum space. pO & 20 without whistler waves, while pO & 3:5 with
injected whistler waves, which is a factor of 5.7 lower. The X point is little
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trol of the runaway vortex and hence the runaway energy.

032504-6 Guo, McDevitt, and Tang Phys. Plasmas 25, 032504 (2018)

~ 1 MeV
Current
Carriers 10s MeV

Modeling needed to assess if most optimistic outcome is a win
->  (assume ad-hoc perfect energy wall)

Z. Guo et al,
Phys. Plasmas 2018
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HELIC
O

N
Shrink gap
for wave 
access

GENRAY

DIII-D Helicon antenna will be used for a proof-of-
principle test in FY2020 run (Torkil Jensen Award)

• QRE scenarios are well suited to 
targeted study of helicon effect on 
distribution function

• Calculations in progress to see if 
480 MHz is decent w,k

• Phase 1: can we predict effect of 
existing wave actuator

• Phase 2: Optimization for best w,k

Helicon antenna will be ready for 2020

R. Pinsker, P. Parks
X.Z. Tang, C. McDevitt, Z. Guo

1 

Nucl. Fusion 54 (2014) 083024 R. Prater et al
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Figure 4. Poloidal cross section of DIII-D discharge 122976 at time
3.021 s. The plasma current is 1.5 MA, the toroidal field is −1.51 T,
the central electron density is 1.03 × 1020 m−3, and the central
electron temperature is 3.48 keV. The vertical lines are the cyclotron
harmonics of deuterium, with the 47th harmonic crossing the
magnetic axis and 28th harmonic on the inboard side and 53rd on
the outboard side. The central ray is shown for 500 MHz and
n|| = 3.0, and all rays start at p = 0.98. The thickness of the central
ray is proportional to the power deposition per unit ray length as
calculated by GENRAY.

where I is the current driven by power P and R is the
major radius. In evaluating these expressions, density and
temperature at the ρ = 0.5 surface, the approximate location
of the current, are used.

A systematic study of the effect of launch location and
choice of launched n|| on the magnitude and location of the
current drive shows that the choices made for figures 4 and 5 are
close to optimum. This study used the OMFIT procedure [23]
to systematically vary the launch location and n|| value and
run GENRAY for each case. In GENRAY the poloidal launch
location is specified by the poloidal angle, which runs from
0◦ on the outboard midplane to 180◦ at the inboard midplane.
The poloidal launch angle was varied over the range −80◦ to
+80◦ in steps of 5◦, thereby covering the full outer wall, while
the n|| was varied in steps of 0.1 from 2.0 to 4.0. The results,
shown in figure 6(a) as contours of constant driven current per
unit power and in figure 6(b) as contours of the normalized
minor radius ρ of the peak in driven current. Here, the peak
is defined as the radial location of the maximum of j × A,
where j is the driven current density in a radial bin and A is
the area of the bin. Figure 6 shows that the chosen location
and n|| are consistent with the maximum driven current at the
desired mid-radius location. From the contours, a larger value
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Figure 5. (a) The profile of driven current density and (b) profile of
electron heating density for the case of figure 4. The full power is
absorbed and the driven current from GENRAY is 60.3 kA MW−1.

of n|| would also work about as well, but discussion in section 6
will show that coupling through a vacuum gap is easier with
smaller values of n||; but on the other hand, if n|| is too small
there may be problems with mode conversion to the outwards
bound slow wave [13]. Hence, n|| = 3.0 and launch angle of
45◦ are good compromise conditions.

The asymmetry in poloidal propagation direction follows
from the whistle-like nature of the waves, which tend to follow
field lines. Thus, the toroidal direction of launch and the
magnetic helicity determine whether the rays travel clockwise
or counter clockwise around the minor axis. Some control
over the deposition location can be obtained by the choice of
the toroidal field and plasma current direction.

From figures 1 and 4, the key to off-axis current drive is
to have plasma conditions that keep the wave from travelling
too fast towards the plasma centre while having absorption
sufficiently strong that the wave is fully damped before
approaching the axis. These conditions can be estimated. The
radial group velocity, in the propagating region and under the
assumptions that ion motion may be neglected and that the
wave velocity in the parallel direction is much larger than in
the perpendicular direction, is given by vg⊥ ≈ c(ω#e/ω

2
pe)n||

and the parallel group velocity is approximately vg|| ≈ (c/n||).
Defining the time the ray takes to travel to the axis τ⊥ =
a/vg⊥ , where a is the minor radius, and the time the ray
takes to travel half-way around the minor circumference as
it follows a field line τ|| = πR0q/vg||, the ratio (τ⊥ /τ||) =
(a/πR0q)(ω2

pe/ω#en
2
||) = 289(ε/πq)(n20/fGHzBn2

||) needs
to be larger than unity, where ε = a/R0 is the inverse aspect
ratio, n20 is the electron density in units of 1020 m−3, fGHz

is the applied frequency in GHz, and q is the local safety
factor. For values typical of tokamaks of ε = 0.2 and q = 2
at ρ = 0.5, keeping τ⊥ /τ|| > 1 requires electron density
n20 > 0.1fGHzBn2

||. For the DIII-D case, this means electron
density above 5 × 1019 m−3.

For the condition on the electron temperature, consider
that figure 1 shows that ξe ≈ 2 locally (that is, irrespective

5

Physics validation review:  
Helicon physics measurements 

•  Physics goals and motivation 

•  Measurement requirements & 
prioritization 

•  Examples of specific 
hardware that could be used 
to accomplish these 

Nucl. Fusion 54 (2014) 083024 R. Prater et al
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Figure 4. Poloidal cross section of DIII-D discharge 122976 at time
3.021 s. The plasma current is 1.5 MA, the toroidal field is −1.51 T,
the central electron density is 1.03 × 1020 m−3, and the central
electron temperature is 3.48 keV. The vertical lines are the cyclotron
harmonics of deuterium, with the 47th harmonic crossing the
magnetic axis and 28th harmonic on the inboard side and 53rd on
the outboard side. The central ray is shown for 500 MHz and
n|| = 3.0, and all rays start at p = 0.98. The thickness of the central
ray is proportional to the power deposition per unit ray length as
calculated by GENRAY.

where I is the current driven by power P and R is the
major radius. In evaluating these expressions, density and
temperature at the ρ = 0.5 surface, the approximate location
of the current, are used.

A systematic study of the effect of launch location and
choice of launched n|| on the magnitude and location of the
current drive shows that the choices made for figures 4 and 5 are
close to optimum. This study used the OMFIT procedure [23]
to systematically vary the launch location and n|| value and
run GENRAY for each case. In GENRAY the poloidal launch
location is specified by the poloidal angle, which runs from
0◦ on the outboard midplane to 180◦ at the inboard midplane.
The poloidal launch angle was varied over the range −80◦ to
+80◦ in steps of 5◦, thereby covering the full outer wall, while
the n|| was varied in steps of 0.1 from 2.0 to 4.0. The results,
shown in figure 6(a) as contours of constant driven current per
unit power and in figure 6(b) as contours of the normalized
minor radius ρ of the peak in driven current. Here, the peak
is defined as the radial location of the maximum of j × A,
where j is the driven current density in a radial bin and A is
the area of the bin. Figure 6 shows that the chosen location
and n|| are consistent with the maximum driven current at the
desired mid-radius location. From the contours, a larger value
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Figure 5. (a) The profile of driven current density and (b) profile of
electron heating density for the case of figure 4. The full power is
absorbed and the driven current from GENRAY is 60.3 kA MW−1.

of n|| would also work about as well, but discussion in section 6
will show that coupling through a vacuum gap is easier with
smaller values of n||; but on the other hand, if n|| is too small
there may be problems with mode conversion to the outwards
bound slow wave [13]. Hence, n|| = 3.0 and launch angle of
45◦ are good compromise conditions.

The asymmetry in poloidal propagation direction follows
from the whistle-like nature of the waves, which tend to follow
field lines. Thus, the toroidal direction of launch and the
magnetic helicity determine whether the rays travel clockwise
or counter clockwise around the minor axis. Some control
over the deposition location can be obtained by the choice of
the toroidal field and plasma current direction.

From figures 1 and 4, the key to off-axis current drive is
to have plasma conditions that keep the wave from travelling
too fast towards the plasma centre while having absorption
sufficiently strong that the wave is fully damped before
approaching the axis. These conditions can be estimated. The
radial group velocity, in the propagating region and under the
assumptions that ion motion may be neglected and that the
wave velocity in the parallel direction is much larger than in
the perpendicular direction, is given by vg⊥ ≈ c(ω#e/ω

2
pe)n||

and the parallel group velocity is approximately vg|| ≈ (c/n||).
Defining the time the ray takes to travel to the axis τ⊥ =
a/vg⊥ , where a is the minor radius, and the time the ray
takes to travel half-way around the minor circumference as
it follows a field line τ|| = πR0q/vg||, the ratio (τ⊥ /τ||) =
(a/πR0q)(ω2

pe/ω#en
2
||) = 289(ε/πq)(n20/fGHzBn2

||) needs
to be larger than unity, where ε = a/R0 is the inverse aspect
ratio, n20 is the electron density in units of 1020 m−3, fGHz

is the applied frequency in GHz, and q is the local safety
factor. For values typical of tokamaks of ε = 0.2 and q = 2
at ρ = 0.5, keeping τ⊥ /τ|| > 1 requires electron density
n20 > 0.1fGHzBn2

||. For the DIII-D case, this means electron
density above 5 × 1019 m−3.

For the condition on the electron temperature, consider
that figure 1 shows that ξe ≈ 2 locally (that is, irrespective
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Figure 4. Poloidal cross section of DIII-D discharge 122976 at time
3.021 s. The plasma current is 1.5 MA, the toroidal field is −1.51 T,
the central electron density is 1.03 × 1020 m−3, and the central
electron temperature is 3.48 keV. The vertical lines are the cyclotron
harmonics of deuterium, with the 47th harmonic crossing the
magnetic axis and 28th harmonic on the inboard side and 53rd on
the outboard side. The central ray is shown for 500 MHz and
n|| = 3.0, and all rays start at p = 0.98. The thickness of the central
ray is proportional to the power deposition per unit ray length as
calculated by GENRAY.

where I is the current driven by power P and R is the
major radius. In evaluating these expressions, density and
temperature at the ρ = 0.5 surface, the approximate location
of the current, are used.

A systematic study of the effect of launch location and
choice of launched n|| on the magnitude and location of the
current drive shows that the choices made for figures 4 and 5 are
close to optimum. This study used the OMFIT procedure [23]
to systematically vary the launch location and n|| value and
run GENRAY for each case. In GENRAY the poloidal launch
location is specified by the poloidal angle, which runs from
0◦ on the outboard midplane to 180◦ at the inboard midplane.
The poloidal launch angle was varied over the range −80◦ to
+80◦ in steps of 5◦, thereby covering the full outer wall, while
the n|| was varied in steps of 0.1 from 2.0 to 4.0. The results,
shown in figure 6(a) as contours of constant driven current per
unit power and in figure 6(b) as contours of the normalized
minor radius ρ of the peak in driven current. Here, the peak
is defined as the radial location of the maximum of j × A,
where j is the driven current density in a radial bin and A is
the area of the bin. Figure 6 shows that the chosen location
and n|| are consistent with the maximum driven current at the
desired mid-radius location. From the contours, a larger value
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Figure 5. (a) The profile of driven current density and (b) profile of
electron heating density for the case of figure 4. The full power is
absorbed and the driven current from GENRAY is 60.3 kA MW−1.

of n|| would also work about as well, but discussion in section 6
will show that coupling through a vacuum gap is easier with
smaller values of n||; but on the other hand, if n|| is too small
there may be problems with mode conversion to the outwards
bound slow wave [13]. Hence, n|| = 3.0 and launch angle of
45◦ are good compromise conditions.

The asymmetry in poloidal propagation direction follows
from the whistle-like nature of the waves, which tend to follow
field lines. Thus, the toroidal direction of launch and the
magnetic helicity determine whether the rays travel clockwise
or counter clockwise around the minor axis. Some control
over the deposition location can be obtained by the choice of
the toroidal field and plasma current direction.

From figures 1 and 4, the key to off-axis current drive is
to have plasma conditions that keep the wave from travelling
too fast towards the plasma centre while having absorption
sufficiently strong that the wave is fully damped before
approaching the axis. These conditions can be estimated. The
radial group velocity, in the propagating region and under the
assumptions that ion motion may be neglected and that the
wave velocity in the parallel direction is much larger than in
the perpendicular direction, is given by vg⊥ ≈ c(ω#e/ω

2
pe)n||

and the parallel group velocity is approximately vg|| ≈ (c/n||).
Defining the time the ray takes to travel to the axis τ⊥ =
a/vg⊥ , where a is the minor radius, and the time the ray
takes to travel half-way around the minor circumference as
it follows a field line τ|| = πR0q/vg||, the ratio (τ⊥ /τ||) =
(a/πR0q)(ω2

pe/ω#en
2
||) = 289(ε/πq)(n20/fGHzBn2

||) needs
to be larger than unity, where ε = a/R0 is the inverse aspect
ratio, n20 is the electron density in units of 1020 m−3, fGHz

is the applied frequency in GHz, and q is the local safety
factor. For values typical of tokamaks of ε = 0.2 and q = 2
at ρ = 0.5, keeping τ⊥ /τ|| > 1 requires electron density
n20 > 0.1fGHzBn2

||. For the DIII-D case, this means electron
density above 5 × 1019 m−3.

For the condition on the electron temperature, consider
that figure 1 shows that ξe ≈ 2 locally (that is, irrespective
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Companion plasma density is related to the initial injection 

• Companion plasma evolution during the RE beam phase (without any second 
« killer » injection) 
• Density increase in the core  
• Constant density in the far-SOL 

• Density increases with increased triggering-injection content 

Companion plasma density 
determined by the initial injection 

<dne,core/dt> <ne,SOL> 

C. Reux | 59th meeting of the APS Division of Plasma Physics | 25/10/2017 | Page 12 

Accessibility issues need to be considered
… together with effect of “companion plasma”

• Wave must couple across large 
gap & uncertain SOL conditions
– Possible fatal flaw for technique

• JET finds dense “companion 
plasma” exists (C. Reux et al)
– Gas quantity sets companion ne

– Should allow waves to couple

490

PLASMA PHYSICS REPORTS  Vol. 42  No. 5  2016

ALEYNIKOVA et al.

The MISHKA-1 and CASTOR codes require the
equilibrium data in nonorthogonal coordinates with
straight field lines. For the analysis performed in pres-
ent paper the HELENA [15] code was interfaced with
the DINA code via the EQDSK file format [16]. The
HELENA code recalculates the equilibrium data in
nonorthogonal coordinates with straight field lines
and calculates the metric coefficients of the corre-
sponding f lux coordinate system.

MISHKA-1 is an ideal, incompressible MHD
code where a “tokamak-optimized” set of ideal MHD
equations are given by the momentum equation

 (2)

Ohm’s law

 (3)
and energy equation

 (4)
where , , and  are the plasma parameters
(velocity, density, and pressure);  is the adia-
batic exponent;  is the magnetic field; and  is the
perturbed vector-potential. The time dependence of

0 0

0

( ) ( )
( )
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the perturbations is taken in the form ,
, where  is the frequency. The general stabil-

ity problem, in the MISHKA-1 code, is thus described
in terms of the following perturbed variables: vector-
potential, plasma velocity, and pressure, which are
related by Eqs. (2)–(4).

In MISHKA-1, the components of the velocity and
the perturbed vector potential are represented as:

Here, the upper (lower) indices imply the contra-vari-
ant (co-variant) components in the  coordinate
system [8], where  is the radial marking the magnetic
surfaces,  is the poloidal coordinate, and  is the
toroidal angle. This choice of variables reduces the
Ohm’s law to

 (5)

 (6)

The assumption of ideal MHD implies . For
an incompressible plasma, , the pressure equa-
tion reduces to

 (7)

It should be noted that the assumption of incom-
pressibility may slightly change the value of the calcu-
lated growth rates of the MHD instabilities, but it will
not change the MHD stability boundaries. With this
representation and incompressibility assumption the
number of equations can be reduced from 7 down to 2.
This allows a fast calculation of the individual eigen-
modes (instabilities or waves) in the ideal MHD spec-
trum. The boundary conditions in MISHKA-1
include a description of the vacuum and an ideally
conducting wall. Thus, the stability of free-boundary
modes, like external kink modes, can also be deter-
mined.

The CASTOR code (i.e., complex Alfvén spectrum
of toroidal plasmas) is used to compute the entire
spectrum of normal modes in ideal and resistive MHD
for axisymmetric nonrotating tokamak equilibria. In
CASTOR, the linearized resistive MHD equations
(similar to Eqs. (2)–(4) with resistive terms taken into
account)
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Fig. 7. Snapshots of the plasma shape evolution for case 3
at 84, 96, 104, 125, and 149 ms successively. The dashed
line indicates the time evolution of the magnetic axis.
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Seminar Outline

• Introduction and Motivation
– Disruption program has spent 40 years trying to reach Ecrit

– Magnetic-field based approaches unjustifiably neglected
• Limit Maximum RE Energy with Whistler Modes

– Could be a way out of mitigation quagmire (less energy per MA)
– Potential of Helicon antenna in DIII-D will be tested in FY20 run

• Deconfine REs with Lab-Frame 3D Fields
– Current-driven kinks provide proof-of-principle
– Potential of passive coil implementation in DIII-D under study

• Deconfine REs with Alfvenic Modes
– Correlation of RE plateau failure with CAEs –> Causation?
– Potential of ICRF antennas in DIII-D under study

• Conclusion



22
Paz-Soldan/PPPL/08-2019

Seminar Outline

• Introduction and Motivation
– Disruption program has spent 40 years trying to reach Ecrit

– Magnetic-field based approaches unjustifiably neglected
• Limit Maximum RE Energy with Whistler Modes

– Whistlers predicted to affect RE dynamics in QRE regime
– Potential of Helicon antenna in DIII-D will be tested in FY20 run
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Large 3D Fields (from MHD instability) observed
to promptly kill RE beam without regeneration

• Accessed low q conditions 
via ~ 1 MA RE beam in DIII-D
– Read my paper for details

• Big current-driven kink 
terminated RE beam without 
regeneration

• Required dB around 1 kG
– (Measured on the wall)
– dB/B ~~ 5%

• Can the critical dB be 
predicted?

C. Paz-Soldan et al, PPCF 61 054001 (2019) 

REs dumped
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Orbit Following in MARS-F Predicted Mode Structure 
Used to Determine the Critical dB for RE termination

Y.Q. Liu et al, Nucl Fusion (in review & APS-DPP 2019 invited)
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Orbit Following in MARS-F Predicted Mode Structure 
Used to Determine the Critical dB for RE termination

Y.Q. Liu et al, Nucl Fusion (in review & APS-DPP 2019 invited)

Regular RMPs coils are far too 
weak to have this effect
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RE de-confinement via passive in-vessel winding 
“RE killer coil” under study using these same tools

• Principle: disruption-induced 
voltage drives current through 
an in-vessel winding
– “Spark-gap” prevents current 

during normal operation
– Currents are far in excess of a 

regular RMP coil

• Goal: optimize configuration 
and assess feasibility of 
demonstration at DIII-D

• Too late for ITER
– (unless it has no choice?)

Preliminary results

JET-like case: Ip = 1.8 MA, B = 3.5 T,ne = 2.5 · 1019 m−3,
R = 3 m, a = 1 m, b = 1.1 m, c = 1.4 m
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Seminar Outline

• Introduction and Motivation
– Disruption program has spent 40 years trying to reach Ecrit

– Magnetic-field based approaches unjustifiably neglected
• Limit Maximum RE Energy with Whistler Modes

– Whistlers predicted to affect RE dynamics in QRE regime
– Potential of Helicon antenna in DIII-D will be tested in FY20 run

• Deconfine REs with Lab-Frame 3D Fields
– Current-driven kinks provide proof-of-principle & model validation
– Potential of passive coil implementation in DIII-D under study

• Deconfine REs with Alfvenic Modes
– Correlation of RE plateau failure with CAEs –> Causation?
– Potential of ICRF antennas in DIII-D under study

• Conclusion
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Already Observed RE Seed Suppression with Naturally 
Excited Compressional Alfven Eigenmodes?
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• Avoided RE plateaus correlate 
with intense & coherent MHz-
frequency modes
– Candidate: compressional 

Alfven wave driven by REs
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Already Observed RE Seed Suppression with Naturally 
Excited Compressional Alfven Eigenmodes?

• Avoided RE plateaus correlate 
with intense & coherent MHz-
frequency modes
– Candidate: compressional 

Alfven wave driven by REs

• Offers candidate explanation 
for counter-intuitive RE 
formation thresholds

? Correlation or Causation ?
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31

CQ mode dynamics change across critical BT for RE 
formation – persistent modes appear at low BT

• At high BT modes are short and 
incoherent

• At low BT modes persist and 
correlate with additional RE loss

• Frequencies and spacing 
decreases as BT decreases

Higher Bt�

�

A. Lvovskiy
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• Transfer function of existing 
waveguides OK @ ~ 1 MHz
✓ Any needed work can be 

done far from tokamak pit

• Low power antenna loading 
experiments planned in June
– Low power MHz source in-hand

• AORSA modeling activity also 
planned w/ PPPL collaborators
– Investigate accessibility issues

• Frequency is AM radio band
– Sources should be cheap (??)

Initiative Started at DIII-D to Assess Feasibility of 
~ 1 MHz-wave Launch with Mothballed ICRF Antennas

1 2 3 4

Probe Receiver

M. Brookman, T. Akiyama
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AORSA fast wave simulations for RE-driven CAEs Initiated

• Frequency scan for a DIII-D scenario 
@ 710 ms
– 0.25 – 1 MHz
– nf = 1

• ne = CONST. = 4.8 x 1019 m-3

• Te = CONST. = 2 eV (cold plasma)
• Plasma species: electron and D 

33

N. Bertelli, C. Liu, D. Brennan
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– Current-driven kinks provide proof-of-principle
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Conclusion: Several Approaches Exist for Evaluation

• Introduction and Motivation
– Injection-based RE control methods have possible fatal flaws
– Magnetic-field based approaches unjustifiably neglected

• Limit Maximum RE Energy with Whistler Modes
– Whistlers predicted to affect RE dynamics in QRE regime
– Potential of Helicon antenna in DIII-D will be tested in FY20 run

• Deconfine REs with Lab-Frame 3D Fields
– Current-driven kinks provide proof-of-principle & model validation
– Potential of passive coil implementation in DIII-D under study

• Deconfine REs with Alfvenic Modes
– Correlation of RE plateau failure with CAEs –> Causation?
– Potential of ICRF antennas in DIII-D under study

All help appreciated !
Particularly modeling these control scenarios !
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This material is based upon work supported by the U.S. Department 
of Energy, Office of Science, Office of Fusion Energy Sciences, using 
the DIII-D National Fusion Facility, a DOE Office of Science user 
facility, under Awards DE-FC02-04ER54698. DIII-D data shown in this 
paper can be obtained in digital format by following the links 
at https://fusion.gat.com/global/D3D_DMP.
Disclaimer: This report was prepared as an account of work 
sponsored by an agency of the United States Government. Neither 
the United States Government nor any agency thereof, nor any of 
their employees, makes any warranty, express or implied, or assumes 
any legal liability or responsibility for the accuracy, completeness, or 
usefulness of any information, apparatus, product, or process 
disclosed, or represents that its use would not infringe privately 
owned rights. Reference herein to any specific commercial product, 
process, or service by trade name, trademark, manufacturer, or 
otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or 
any agency thereof. The views and opinions of authors expressed 
herein do not necessarily state or reflect those of the United States 
Government or any agency thereof.

DISCLAIMER

https://fusion.gat.com/global/D3D_DMP
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Bonus Slides
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Ref. System/  Issue Required R&D Category*

A.1

SPI-single injector.
Pellet injection optimization for RE 
avoidance (incl. TQ and CQ mitigation)

Optimization of shard size, velocity, amount, gas vs. 
shard fraction,  composition (D + impurity) to achieve  
RE avoidance with optimum TQ, CQ (incl. wall loads) 1

A.2
SPI-single injector
demonstration for runaway mitigation

Determination of feasibility to dissipate the energy of 
formed runaway beams (amount, assimilation) and to 
improve scheme

1

A.3

SPI-multiple  injections Determination of effectiveness of multiple injections to 
achieve  RE avoidance with optimum TQ, CQ (incl. wall 
loads) compared to single injections (incl. timing 
requirements)

1

A.4

SPI-multiple  injectors Determination of effectiveness of multiple injection 
from different spatial locations to  achieve  RE 
avoidance with optimum TQ, CQ (incl. wall loads) 1

A.5
DMS – alternative injections techniques Demonstration of the feasibility of the technique to 

inject material in a tokamak and comparison of 
mitigation efficiency with SPI

1

A.6
DMS – alternative disruption 
mitigation strategies

Exploration of disruption mitigation by 
schemes other than massive injection of D2
and high Z impurities

1

Non-Material Injection DMS Strategies (B-fields/Waves) 
Called out as Priority 1 Research Need for ITER
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Recent DIII-D experimental results motivate a serious assessment of the applicability of non-
axisymmetric magnetic fields to mitigate runaway electrons (REs) in ITER and beyond. Such 
magnetic fields can originate from intrinsic instabilities or external actuators such as antennas 
or coils. This presentation will summarize several recent DIII-D examples of magnetic-field 
driven RE avoidance and mitigation as well as summarize ongoing research activities to 
explore external drive of similar perturbation fields. 

Starting at the high frequency extreme, recent observations and modeling in the quiescent 
regime support the view that RE-driven kinetic instabilities in the 0.1 - 10s GHz range drive 
significant RE dissipation via wave-enhanced pitch-angle scattering. Planned proof-of-
principle experiments in the quiescent regime to utilize the new DIII-D 1 MW 0.48 GHz system 
to externally drive similar enhanced scattering will be described.

Moving to lower frequency, recent empirical observations support the view that RE-driven 
kinetic instabilities in the MHz range (likely compressional Alfven Eigenmodes, CAEs) drive 
significant RE loss during the current quench. Instability power is correlated with the failure of 
RE plateau formation, with CAE modes being strongest at high current and low injected Ar 
quantity. Modeling and experimental activities exploring the potential for active launch in the 
MHz range using DIII- D’s ICRF antennas will be described. 

Instabilities at zero-frequency, namely current driven kinks, have been observed to 
completely terminate the RE beam at a critical amplitude. This amplitude, about delta-B/B of 
1%, is consistent with MHD modeling and RE orbit following using the MARS-F code. Using this 
same technique the existing DIII-D 3D field coil sets are found to be far too weak to de-
confine a significant number of REs. These studies provide a firm physical basis for specifying 
passive RE mitigation coil requirements and ongoing efforts in this direction will be described. 

Abstract


